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Introduction



• New types of data
• financial data
• energy data
• sensors (cars, airplanes,...)
• medical devices (cardiograms, fMRI, blood pressure, oxygen or

glucose devices,...)
• environmental devices (daily temperature, wind speed, solar

radiation, pollution levels,...)
• sports data

• The observation unit (entity), the datum, could be one or
several curves, image(s), or several such objects

• Related fields : Signal Processing, Longitudinal Data...
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• Ideally, one would keep the observation unit as it was collected
• model data as random realizations in a suitable space

• Data are (in)dependent realizations of some variable

X : (Ω,A) → (X ,F)

• When X is a space of curves/images/signals
• Functional Data problem

• Functional Data Analysis (FDA) deals with the statistical
description and modeling of samples of random variable taking
values in spaces of functions
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Multivariate functional data

• The realizations of the stochastic process X are surfaces

• Satellite images
• Measurements of temperature or salinity in oceanology
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Data

• Ideally, data represent the continuous time measurements of
sample paths of same stochastic process

• Real data are
• discretely observed, possibly at random points, which may be

sparsely distributed
• noisy measurements
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Data

• T : open, bounded bi-dimensional rectangle, T ⊂ (0,∞)2

• X (1), . . . ,X (j), . . . ,X (N) are independent realizations of X

• The data associated to a sample path X (j) consist of the pairs
(Y

(j)
m , t(j)m ) ∈ R × T , where for 1 ≤ j ≤ N and 1 ≤ m ≤ Mj

Y
(j)
m = X (j)(t(j)m ) + ε

(j)
m , with ε

(j)
m = σ(t(j)m ,X (j)(t(j)m ))e

(j)
m

• M1, . . . ,MN be an independent sample of an integer-valued
random variable M, E[M] = m

• The
(
t(j)m , 1 ≤ m ≤ Mj

)
represent the observation points

for the sample path X (j).
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Methodology



First steps : univariate case (1/2)

• For BH a fBm with Hurst index H ∈ (0, 1),

E

[{
BH(t)− BH(s)

}2
]
= |t − s|2H , s, t ∈ R+

• Estimating equation for the Hurst parameter :

H =
log
(

E
[{

BH(t)− BH(s)
}2
])

2 log |t − s|
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First steps : univariate case (2/2)

• Let X be a process defined on a subset of R, with
non-differentiable sample paths

• GKP (2022) : H(t0) ∈ (0, 1) and L(t0) > 0 exist such that

E
[
{X (t)− X (s)}2

]
≈ L(t0)

2|t − s|2H(t0), ∀s ≤ t0 ≤ t

for t and s close to t0

• Estimating equation :

H(t0) ≈
log(θ(t1, t2))− log(θ(t1, t3))

2 log(2)
, t0 ∈ [t1, t2] ⊂ [t1, t3]

where

θ(t, s) = E
[
{X (t)− X (s)}2

]
and |t1 − t2| = 2|t1 − t3|.
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Multivariate case : notation

• H1,H2 : T → (0, 1) are continuously differentiable functions.
Let

H = max{H1,H2}

• L
(1)
1 , L

(1)
2 , L

(2)
1 , L

(2)
2 : Non negative Lipschitz continuous

functions defined on T such that

L
(1)
k (t) + L

(2)
k (t) > 0, ∀t ∈ T ⊂ R2, k = 1, 2.

• For X ∈ L2, we denote for sufficiently small scalars ∆

θ
(i)
t (∆) = E

[{
X

(
t +

∆

2
ei

)
− X

(
t − ∆

2
ei

)}2
]
, i = 1, 2,

where (e1, e2) is canonical basis of R2
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A class of multivariate processes

Definition

We say X ∈ HH1,H2(L, T ) if three constants ∆0,C , β > 0 exist
such that for any t ∈ T and 0 < ∆ ≤ ∆0,∣∣∣θ(i)t (∆)− L

(i)
1 (t)∆2H1(t) − L

(i)
2 (t)∆2H2(t)

∣∣∣ ≤ C∆2H(t)+β, i = 1, 2.

Let
HH1,H2 =

⋃
L

HH1,H2(L, T ),

where L = (L
(1)
1 , L

(1)
2 , L

(2)
1 , L

(2)
2 ).

The functions H1,H2 define the local regularity of the process,
while L represent the local Hölder constants.
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Example : Sum of two fractional Brownian motion

• Let BH1
1 and BH2

2 be two independent fBm with Hurst index
H1 and H2.

• Let

X1(t) = BH1
1 (t1) + BH2

2 (t2), ∀t = (t1, t2) ∈ R2.

Then X1 ∈ HH1,H2 where L = (1, 0, 0, 1).

• Let β > 0 and define

X2(t) = X1

((
cosβ sinβ

− sinβ cosβ

)
t

)
, ∀t ∈ R2.

Then X2 ∈ HH1,H2 with

L = (| cosβ|2H1 , | sinβ|2H2 , | sinβ|2H1 , | cosβ|2H2).
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Example : multifractional Brownian sheet

• Let η = (η1, η2) : [0,∞)2 → (0, 1)2 be a deterministic map

• The multifractional Brownian (MfB) sheet W with Hurst
functional parameter η is defined as :

W (u) =

(
2∏

k=1

1
C (ηk(u))

)∫
R2

2∏
k=1

e iukζk − 1

|ζk |ηk (u)+
1
2
B̂(dζ), u ∈ (0,∞)2,

where
• B̂ is the FT of the white noise in R2

•

C (x) =

[
2π

Γ(2x + 1) sin(πx)

]1/2
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• The process W is a centered Gaussian process

• The covariance function

E[W (u)W (v)] =
∏
i=1,2

D(ηi (u), ηi (v))

×
[
u
ηi (u)+ηi (v)
i + v

ηi (u)+ηi (v)
i − |ui − vi |ηi (u)+ηi (v)

]
,

where

D(x , y) = C 2((x + y)/2) · (2C (x)C (y))−1,

• With respect to our Definition, W ∈ HH1,H2 with
(H1,H2) = (η1, η2) and

(L
(1)
1 (t), L(1)2 (t), L(2)1 (t), L(2)2 (t)) = (t

2H2(t)
2 , 0, 0, t2H1(t)

1 )
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Identification issues

• Let H1,H2, H̃1 and H̃2 be some continuously differentiable
functions taking values in (0, 1)

• Assume X ∈ HH1,H2 and X ∈ HH̃1,H̃2

• We then necessarily have

min{H1(t),H2(t)} = min{H̃1(t), H̃2(t)}

and
max{H1(t),H2(t)} = max{H̃1(t), H̃2(t)}

• Notation :

H(t) = min{H1(t),H2(t)}, H(t) = max{H1(t),H2(t)}. 16



Estimating equations for H and H

• Recall

θ
(i)
t (∆) = E

[
{X (t −∆ei/2)− X (t +∆ei/2)}2

]
, i = 1, 2,

• Denote for any t ∈ T

γt(∆) = θ
(1)
t (∆) + θ

(2)
t (∆)

• Then
H(t) ≈ log(γt(2∆))− log(γt(∆))

2 log(2)
.

• Let

αt(∆) =

∣∣∣∣ γt(2∆)

(2∆)2H(t) −
γt(∆)

∆2H(t)

∣∣∣∣ .
• Then

H(t)− H(t) ≈ log(αt(2∆))− log(αt(∆))

2 log(2)
.
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Estimators for H and H : presmoothing

• In general, the sheets X (j), j ∈ {1, . . . ,N}, are not available

• Let X̃ (j) be an observable approximation of X (j).

• If X is observed everywhere and without noise, then

X̃ (j)(t) = X (j)(t), ∀t ∈ T

• If X is observed with noise or/and on a discrete grid,
then X̃ (j) is an estimator of X (j) (local polynomial, splines,
interpolation...)
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Estimators for H and H (1/2)

• The observable approximation allows to build estimates :

θ̂
(i)
t (∆) =

1
N

N∑
j=1

{
X̃ (j)(t − (∆/2)ei )− X̃ (j)(t + (∆/2)ei )

}2
,

γ̂t(∆) = θ̂
(1)
t (∆) + θ̂

(2)
t (∆).

• The first estimator follows :

Ĥ(t) =

{
log(γ̂t(2∆))−log(γ̂t(∆))

2 log(2) if γ̂t(2∆), γ̂t(∆) > 0

1 otherwise
.
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Estimators for H and H (2/2)

• Moreover

α̂t(∆) =

{ ∣∣∣ γ̂t(2∆)

(2∆)2Ĥ(t)
− γ̂t(∆)

∆2Ĥ(t)

∣∣∣ if γ̂t(2∆)

(2∆)2Ĥ(t)
̸= γ̂t(∆)

∆2Ĥ(t)

1 otherwise
.

• Hence

̂(H − H)(t) =
log(α̂t(2∆))− log(α̂t(∆))

2 log(2)

• We then set

AN(τ) =

{
̂(H − H)(t) ≥ τ

}
,

and define

Ĥ(t) = Ĥ(t) + ̂(H − H)(t)1AN(τ).
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Estimating equations for L
(i)
1 (t) and L

(i)
2 (t)

• Recall

θ
(i)
t (∆) ≈ L

(i)
1 (t)∆2H1(t) + L

(i)
2 (t)∆2H2(t), i = 1, 2

• Assume
H1(t) = H(t) < H(t) = H2(t)

• For i = 1, 2,

L
(i)
1 (t) ≈ θ

(i)
t (∆)

∆2H1(t)

and

L
(i)
2 (t) ≈ 1

(4D(t) − 1)∆2D(t)

∣∣∣∣∣ θ
(i)
t (2∆)

(2∆)2H1(t)
− θ

(i)
t (∆)

∆2H1(t)

∣∣∣∣∣
with D(t) = H2(t)− H1(t)
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Estimators for L
(i)
1 (t) and L

(i)
2 (t)

• Plug into the estimating equations for L(i)j (t) the estimators of
the unknown quantities, as defined above

• Special attention requires the case H(t) = H(t)
• A diagnostic tool is provided
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Non-asymptotic results



Non-asymptotic results

• Let

Rp(m) = sup
t∈T

E[|ξ(j)(t)|p], ξ(j)(t) = X̃ (j)(t)− X (j)(t)

• Assumptions
1. X ∈ HH1,H2 , and the realizations of X are independent

2. Constants a, A and r exist such that, for any t ∈ T ,

E
∣∣∣X (j)(t)− X (j)(s)

∣∣∣2p ≤ p!

2
aAp−2∥t−s∥2pH(t), ∀s ∈ B(t; r), ∀p ≥ 1

3. Constants c and D, and a function ρ(m) ≤ 1, exist such that

R2p(m) ≤ p!

2
cDp−2ρ(m)2p, ∀p ≥ 1, ∀m > 1

4. Two positive constants L and ν exist such that

R2(m) ≤ Lm−ν , ∀m > 1
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Non-asymptotic results

• We denote

R(H)(t) = H(t)− log(γt(2∆))− log(γt(∆))

2 log(2)
,

R(H − H)(t) = {H − H}(t)− log(αt(2∆))− log(αt(∆))

2 log(2)
,

and

R(L
(i)
1 )(t) = L

(i)
1 (t)− θ

(i)
t (∆)

∆2H1(t)
, i = 1, 2.
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Non-asymptotic results

Proposition 1 : Constants C1, . . . ,C5 exist such that,

∀ε, τ ∈ (0, 1) max{| log(∆)||R(H)(t)|, |R(H−H)(t)|} ≤ ε ≤ 2τ,

P
[
|Ĥ(t)− H(t)| ≥ ε

]
≤ p1,

and
P
[∣∣∣Ĥ(t)− H(t)

∣∣∣ ≥ ε
]
≤ C3{p1 + p2 + p3},

with

• p1 = C1 exp
(
−C2N × ε2 ×∆4H(t)ϱ(∆,m)

)
,

• p2 = exp

[
−C4N × ε2 × ∆4H(t)ϱ(∆,m)

log2(∆)
∆4D(t)

]
1{H(t)<H(t)},

• p3 = exp

[
−C5N × τ2 × ∆4H(t)ϱ(∆,m)

log2(∆)
∆4D(t)

]
,

where ϱ(∆,m) = max{∆2H(t), ρ(m)2}−1.
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Non-asymptotic results

Proposition 2 : Constants C1, ...,C4 exists such that, for i = 1, 2,
and for any ε ∈ (0, 1) such that

max
{
|R(L(i)1 )(t)|, | log(∆)||R(H)(t)|, |R(H−H)(t)|

}
≤ ε,

P

(∣∣∣∣L̂(i)1 (t)− L
(i)
1 (t)

∣∣∣∣ ≥ ε

)
≤ C1 exp

(
−C2N × ε2 × ∆4H(t)ϱ(∆,m)

log2(∆)

)
,

and

P

(∣∣∣∣L̂(i)2 (t)− L
(i)
2 (t)

∣∣∣∣ ≥ ε

)
≤ C3 exp

(
−C4N × ε∆4D(t)min{ε,∆4D(t)}

×∆4H(t)ϱ(∆,m)

log4(∆)
× (4D(t) − 1)2

)
.
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A risk bound for the anisotropy detection

Proposition 3 : Let

AN(τ) =

{
̂(H − H)(t) ≥ τ

}
.

If
max{| log(∆)||R(H)(t)|, |R(H − H)(t)|} ≤ 2τ,

and
2τ ≤

{
H(t)− H(t)

}
+ 1{H(t)=H(t)}.

Then

P
(
1AN(τ) ̸= 1{H(t)<H(t)}

)
≤ C3 exp

[
−C5N × τ2 × ∆4H(t)ϱ(∆,m)

log2(∆)
∆4D(t)

]
,

where C3 and C5 are the positive constants from Proposition 1.
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Applications



MfB sheet with domain deformation (1/2)

• Let W be a MfB sheet with Hurst functional parameter η
• Let A = (A1,A2) be a continuously differentiable deformation

of a domain in the plane, satisfying some mild conditions
• Let

X = W ◦ A

• Then for t, s ∈ T , we have

θ(t, s) = E
[
{X (t)− X (s)}2]

≈ |A1(t)|2H1(t)|∂1A2(t)(t1 − s1) + ∂2A2(t)(t2 − s2)|2H2(t)

+ |A2(t)|2H2(t)|∂1A1(t)(t1 − s1) + ∂2A1(t)(t2 − s2)|2H1(t),

where
H1 = η1 ◦ A and H2 = η2 ◦ A.
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MfB sheet with domain deformation (2/2)

• Assume that there exist ρ ∈ (0, 1) such that

0 ≤ H(t)− H(t) ≤ 1 − ρ

2

• Then X = W ◦ A ∈ HH1,H2(L, T ), with L given by :

L
(1)
1 (t) = |A2(t)|2H2(t)|∂1A1(t)|2H1(t),

L
(1)
2 (t) = |A1(t)|2H1(t)|∂1A2(t)|2H2(t),

L
(2)
1 (t) = |A2(t)|2H2(t)|∂2A1(t)|2H1(t),

L
(2)
2 (t) = |A1(t)|2H1(t)|∂2A2(t)|2H2(t)

• Deduce estimating equations for the components of the
deformation, depending on H1,H2, L and the variance of X

• Estimates of A are easily obtained by plug-in 29



Adaptive bivariate smoothing (1/4)

• X ∈ HH1,H2 with L = (L1, 0, 0, L2)

Hi (t) =
log(θ

(i)
t (2∆))− log(θ

(i)
t (∆))

2 log(2)
+ O(∆β), i = 1, 2.

• New observation

Y new
m = X new (tnewm ) + εnewm , 1 ≤ m ≤ M0.

• With B = diag(1/h1, 1/h2)

X̂ new (t;B) =
M0∑
m=1

Y new
m

K (B(tnewm − t))∑M0
m=1 K (B(tnewm − t))

.

• We consider the risk

R (t;B,M0) = E

[{
X̂ new (t;B)− X new (t)

}2 ∣∣∣M0

]
.
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Adaptive bivariate smoothing (2/4) : Assumptions

• Two constants exist κ, r > 0

κ−11B(0,r)(t) ≤ K (t) ≤ κ1B(0,1)(t), ∀t ∈ T ,

and h1, h2 ∈ H with
√
m infH → ∞ and supH → 0.

• ∃c > 0, fT(t) ≥ c , ∀t ∈ T .

• The εnewm are iid and E[εnewm ] = 0,E[(εnewm )2] = σ2.

• The M0, X new , tnewm , and εnewm , 1 ≤ m ≤ M0, are mutually
independent.
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• A constant c̃ > 0 exists such that c̃−1 ≤ M0/m ≤ c̃ , a.s.

• Ĥi (t) and L̂i (t) are independent of M0, X new , tnewm , εnewm .
Moreover, two constants exists a > 0 and k1 depending on a

P
(
|Ĥi (t)− Hi (t)| > log−a(m)

)
≤ k1 exp (−m) , i = 1, 2.

P
(
|L̂i (t)− Li (t)| > log−a(m)

)
≤ k1 exp (−m) , i = 1, 2.
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Adaptive bivariate smoothing (3/4)

Proposition 4

R(t;B,M0) ≤
κ2

cπ

σ2

M0h1h2
+ 2L1(t)h

2H1(t)
1 + 2L2(t)h

2H2(t)
2

+ negligible terms.

Set, for i = 1, 2

αi (t) =
ω(t)

2ω(t) + 1
× 1

Hi (t)
, Λi (t) = κ2σ2/{4cπHi (t)Li (t)},

and

ω(t) =
H1(t)H2(t)

H1(t) + H2(t)
, H(t) = 2H1(t)H2(t) + H1(t) + H2(t).
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Adaptive bivariate smoothing (4/4)

Proposition 5

• With the choice

h∗1 = M
−α1(t)
0

[
Λ1(t)2H2(t)+1

Λ2(t)

] 1
2H(t)

, h∗2 = M
−α2(t)
0

[
Λ2(t)2H1(t)+1

Λ1(t)

] 1
2H(t)

,

• We obtain :

R(t;B∗,M0) ≤ M
− 2ω(t)

2ω(t)+1
0 Γ1(t).

• Estimates of h∗1 and h∗2 are easily obtained by plug-in
• We have

R(t; B̂
∗
,M0) ≤ Γ2(t)M

− 2ω(t)
2ω(t)+1+2 log−a(m)

0 × {1 + o(log−a(m))},

with m = E[M0].
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Take away

• Functional data are noisy, discretely observed realizations of a
stochastic process

• A general class of stochastic processes defined on the plane is
introduced ; the MfB sheet is an example

• The characteristics of the process are estimated
nonparametrically, exploiting the replication feature of the
functional data

• Non-asymptotic exponential bounds of the estimators are
derived

• Two applications are proposed
• Multifractional Brownian sheet with domain deformation
• Optimal smoothing for reconstructing the sheets
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